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Matrix profile

One method to find anomalies and trends within a time series is to
perform a similarity join. Essentially, you compare snippets of the time
series against itself by computing the distance between each pair of
snippets.

The Matrix Profile is a relatively new, introduced in 2016, data structure
for time series analysis.

The Matrix Profile has two primary components; a distance
profile and profile index. The distance profile is a vector of minimum Z-
Normalized Euclidean Distances. The profile index contains the index
of its first nearest-neighbor. In other words, it is the location of its
most similar sub-sequence



Sliding window approach

The algorithms that compute the Matrix Profile use a sliding 
window approach. With a window size of m, the algorithm:

1. Computes the distances for the windowed sub-sequence

against the entire time series

2. Sets an exclusion zone to ignore trivial matches

3. Updates the distance profile with the minimal values

4. Sets the first nearest-neighbor index



Matrix Profile Algorithms Matrix Profile Mining Algorithms



Prediction of measurement time series using sequence models at 
various time scales (part of AMPS21)

✓ Access Colab free Jupyter Notebook hosted environment, and 

log in using your Google account.

✓ Create a new Jupyter Notebook File > New Notebook Choose 

Google Drive as cloud storage for your notebook.

✓ Access Google Drive, sign in using your Google account and 

create two new folders: „Data” where the input measurement 

files will be initially stored and „Figures” for saving the 

graphical outputs of the analysis.



✓ Unzip and upload the following data files into the

„Data” folder.

✓ Allow the notebook to access the files in your Drive.

✓ Install the Matrix Profile Python package into the 

Colab environment.



✓ Load packages

✓ S

✓ Opening files as



Plotting active power versus time



Data preparation step



Model training



Prediction for model and plotting



Long Short-Term Memory

The Long Short-Term Memory network, or LSTM for short, is a
type of recurrent neural network that achieves state-of-the-art
results on challenging prediction problems.

The internal memory means outputs of the network are
conditional on the recent context in the input sequence, not
what has just been presented as input to the network.

LSTMs are explicitly designed to avoid the long-term
dependency problem.



Prediction result



Conclusions

We learned how to detect anomalies and trends in

time series using the Matrix profile, as well as predict

data using the Long Short-Term Memory.






















